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According to an embodiment, a signal processing device
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extractor, a similarity calculator, and a mixer. The back-
ground calculator is configured to calculate a first background
signal in which a speech signal is removed, based on the
acoustic signals. The signal generator is configured to gener-
ate a reference signal from at least one of the acoustic signals.
The extractor is configured to extract a second background
signal by removing a speech signal from the reference signal.
The similarity calculator is configured to calculate a similar-
ity between feature data of the background signals. The mixer
is configured to calculate a weighted sum of the background
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background signal as the similarity is higher and a greater
weight is given to the second background signal as the simi-
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18 Claims, 18 Drawing Sheets

100
FIRST v
ACQUSTIC DIFFERENCE SIGNAL
SIGNAL 10p  (FIRST BACKGROUND
f101 I SQUND SIGNAL) f106 FIRST OUTPUT
N FIRST . ﬂfl‘
*» BACKGROUND
ACQUIRER ol = SOUND SECOND MIXER |
CALCULATOR BACKGROUND 'y SECOND OUTPUT
SOUND SIGNAL SIGNAL
SECOND 104 ~~ FIRST SIMILARITY
ACOUSTIC r
SIGNAL ),_103 L |
R EXTRACTOR ”| SIMILARITY
FIRST SIGNAL CALCULATOR
L 5| GENERATOR | —4 >
FIRST Lios

REFERENCE
SIGNAL



US 9,412,391 B2

Sheet 1 of 18

Aug. 9,2016

U.S. Patent

IVNOIS
ENEREFEN
mo; 1S4
!
< YOLVHYINTD [«
HOLVINOTVD TYNOIS LSHIH ||
ALIMVTINIS ¢ HOLOVHLXT ke -
< eol IYNDIS
7 J1LSNO2Y
ALIMYTINIS 1S¥1d ~ 70l aNoO2D3s
IVNOIS J TVNOIS ANNOS
1NdLNO ANOD3S oz%m%ﬁé HOLYINDIVD
-— | aNOD3 aNNOS [
HIAXIN ¥IHINODV
) D ANNOYOMOVE ¢ 02
TIVNOIS - ( 1S¥I4 \ —
1NdL1NO LSHId gy (IYNDIS ANNOS 201~ Lol
ANNOYOMOVE 1SH14) IVNOIS
IVYNOIS IDONIHI44I J11SNOJV
A 1Sy
001

1 Old



U.S. Patent

Aug. 9, 2016 Sheet 2 of 18

FIG.2

( START ’

ACQUIRE ACOUSTIC SIGNAL FSH

CALCULATE DIFFERENCE SIGNAL I\/S12

GENERATE FIRST REFERENCE SIGNAL I\/S13

EXTRACT SECOND BACKGROUND
SOUND SIGNAL S14

CALCULATE SIMILARITY I\/S15

MIX DIFFERENCE SIGNAL AND SECOND 316
BACKGROUND SOUND SIGNAL

END

US 9,412,391 B2



US 9,412,391 B2

Sheet 3 of 18

Aug. 9,2016

U.S. Patent

NONS
ALISVIINIS HOLVYINOTVO
a3aLvINOIvo ALIIGYY (e
c00L AQvIay | ALTEvnay Bt “NON
) f NON
> mm__w__ﬁ._m_v_\m_vm >tm<.___>__m~
aNOO3S
TYNDIS ANNOS
—*aNNOYDMOvE aNOD3S
JOLVHINIO TVYNOIS IONIH343d
R, ALEVIINS [€ 1Sy
i_mﬁ.m_\w,____m "OLOTHHOO |e w <  BNINIISE O INEREEE] W
) ALISVTINIS )
00} 1SN 1001

Gol

¢ old



U.S. Patent Aug. 9,2016 Sheet 4 of 18 US 9,412,391 B2

FIG.4
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FIG.8
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SIGNAL PROCESSING DEVICE, SIGNAL
PROCESSING METHOD, AND COMPUTER
PROGRAM PRODUCT

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2012-277999,
filed on Dec. 20, 2012 and Japanese Patent Application No.
2013-235396, filed on Nov. 13, 2013; the entire contents of
which are incorporated herein by reference.

FIELD

Embodiments described herein relate generally to a signal
processing device, a signal processing method, and a com-
puter program product.

BACKGROUND

A technology for removing a speech signal (human voice
or the like) from an acoustic signal may be used to make
background sound that is lost in speech and that is hard to
make out easily audible, or to play a piece of music karaoke
style by removing the voice of the singer from music content.
For example, a technology for removing a speech signal from
acoustic signals of two channels, a right signal and a left
signal, is known.

Now, there are various relationships between signals
regarding acoustic signals of two channels. When the signals
of'two channels are given as a left signal L and a right signal
R, respectively, these are modeled in the following manner.

L=B;+C;+e;,

R=Bp+Cqrtep

Now, B; and B, are background sound signals included in
the left signal and the right signal, respectively. Also, C, and
C;, are speech signals included in the left signal and the right
signal, respectively. Moreover, e, and e are noises included
in the left signal and the right signal, respectively. The noise
includes a microphone noise, and an encoding noise. Many
contents are created such that the speech signals are equally
included in the left signal and the right signal. Thus, as con-
ditions regarding the left signal and the right signal, there are
four conditions as follows depending on the combinations of
whether the background sounds are equal and whether the
noises are equal.

Condition 1: B, =By, e,=e,

Condition 2: B; =B, e, =e,

Condition 3: B,=B, e;=¢;,

Condition 4: B,=B, e, =e,

Conditions 1 and 2 are cases where the background sounds
are different for the left signal and the right signal. For
example, a stereo signal corresponds to Conditions 1 and 2.
Conditions 3 and 4 are cases where the background sounds
are equal between the left signal and the right signal. For
example, a case where a monaural signal is input as a two-
channel signal corresponds to Conditions 3 and 4.

Acoustic signals of TV broadcasting correspond, in many
cases, to Condition 1. Acoustic signals recorded in some
DVDs correspond to Condition 3. Other acoustic signals such
as the acoustic signals of videos on the Internet include sig-
nals of various conditions, and it is not possible to grasp in
advance to which condition an acoustic signal corresponds.
Also, according to Condition 3, the left signal and the right
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signal perfectly match each other, and thus, recognition is
easy. However, because of the influence of noises, it is gen-
erally difficult to distinguish Condition 4 from Conditions 1
and 2 based on input acoustic signals.

As described above, acoustic signals include signals of
various conditions. However, the conventional technology of
removing a speech signal from acoustic signals of two chan-
nels is effective only for the acoustic signals of Conditions 1
and 2, and is not capable of appropriately removing speech
from the acoustic signals of Conditions 3 and 4. For example,
speech cannot be removed from a monaural signal.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a signal processing device of
a first embodiment;

FIG. 2 is a flow chart illustrating an operation of the signal
processing device of the first embodiment;

FIG. 3 is adiagram illustrating an example configuration of
a similarity calculator;

FIG. 4 is a flow chart illustrating an example operation of
the similarity calculator;

FIG. 5 is a block diagram illustrating an example configu-
ration of a similarity generator;

FIG. 6 is a flow chart illustrating an example operation of
the similarity generator;

FIG. 7 is adiagram illustrating an example configuration of
a similarity calculator;

FIG. 8 is a flow chart illustrating an example operation of
the similarity calculator;

FIG. 9 is adiagram illustrating an example configuration of
a similarity calculator;

FIG. 10 is a block diagram illustrating a signal processing
device of a second embodiment;

FIG. 11 is aflow chart illustrating an operation of the signal
processing device of the second embodiment;

FIG. 12 is a schematic diagram illustrating an example
application of the second embodiment;

FIG. 13 is block diagram of a signal processing device of a
third embodiment;

FIG. 14 is aflow chart illustrating an operation of the signal
processing device of the third embodiment;

FIG. 15 is ablock diagram of a signal processing of a fourth
embodiment;

FIG. 16 is a table illustrating relationships of weights of
signals at a mixer;

FIG. 17 is aflow chart illustrating an operation of the signal
processing device according to the fourth embodiment; and

FIG. 18 is a hardware configuration diagram of the signal
processing device according to the first to fourth embodi-
ments.

DETAILED DESCRIPTION

According to an embodiment, a signal processing device
includes an acquirer, a first background sound calculator, a
first signal generator, an extractor, a similarity calculator, and
a mixer. The acquirer is configured to acquire a first acoustic
signal and a second acoustic signal. The first background
sound calculator is configured to calculate a first background
sound signal in which a speech signal is removed, based on
the first acoustic signal and the second acoustic signal. The
first signal generator is configured to generate a first reference
signal from at least one of the first acoustic signal and the
second acoustic signal. The extractor is configured to extract
a second background sound signal by removing a speech
signal from the first reference signal. The similarity calculator
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is configured to calculate a first similarity indicating a degree
of similarity between feature data of the first background
sound signal and feature data of the second background sound
signal. The mixer is configured to calculate a weighted sum of
the first background sound signal and the second background
sound signal in such a way that a greater weight is given to the
first background sound signal as the first similarity is higher
and a greater weight is given to the second background sound
signal as the first similarity is lower.

Hereinafter, preferred embodiments of a signal processing
device according the invention will be described in detail with
reference to the drawings.

First Embodiment

A signal processing device according to a first embodiment
first calculates a background sound signal (for example, a
difference signal) obtained by removing a speech signal from
acoustic signals of two channels. Next, a reference signal in
which the speech signal is removed is generated from the
acoustic signals. Then, the similarity between the background
sound signal and the reference signal is calculated, and a
weighted sum of the background sound signal and the refer-
ence signal is calculated according to the weight according to
the similarity. A background sound signal obtained by remov-
ing a speech signal from the acoustic signals is thereby gen-
erated also under a condition where the same background
sound signal is included in the acoustic signals of two chan-
nels.

FIG. 1 is a block diagram illustrating an example configu-
ration of a signal processing device 100 of the first embodi-
ment. The signal processing device 100 includes an acquirer
101, a first background sound calculator 102, a first signal
generator 103, an extractor 104, a similarity calculator 105,
and a mixer 106.

The acquirer 101, the first background sound calculator
102, the first signal generator 103, the extractor 104, the
similarity calculator 105, and the mixer 106 may be realized
by a processing device such as a CPU (Central Processing
Unit) executing programs, that is, by software, or may be
realized by hardware such as an IC (Integrated Circuit), or
may be realized by a combination of software and hardware.

The acquirer 101 acquires acoustic signals of two channels,
a first acoustic signal and a second acoustic signal.

The first background sound calculator 102 calculates a first
background sound signal in which the speech signal is
removed, from the first acoustic signal and the second acous-
tic signal. For example, the first background sound calculator
102 calculates a difference signal which is the difference
between the first acoustic signal and the second acoustic
signal as the first background sound signal. In the following,
a case where the difference signal is used as the first back-
ground sound signal will be described as an example. Addi-
tionally, the calculation method of the first background sound
signal is not restricted to the above, and any method that is
conventionally used may be applied as long as the method
allows calculation of the background sound signal with the
first acoustic signal and the second acoustic signal as stereo
signals. For example, it is possible to apply a method of
calculating a similarity between left and right signals for each
of'frequency bands which have been divided, and suppressing
a signal in a frequency band to a greater degree as the simi-
larity is higher, to thereby calculate a background sound
signal in which a signal localized at the center including
speech is suppressed.

The first signal generator 103 generates a first reference
signal from at least one of the first acoustic signal and the
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second acoustic signal. The extractor 104 extracts a second
background sound signal by removing the speech signal from
the first reference signal. The similarity calculator 105 calcu-
lates a first similarity indicating the degree of similarity
between the difference signal and the second background
sound signal. The mixer 106 calculates a weighted sum of the
difference signal and the second background sound signal
according to a weight determined by the first similarity.

Next, an operation of the signal processing device 100 will
be described with reference to FIGS. 1 and 2. FIG. 2 is a flow
chart illustrating an example operation of the signal process-
ing device 100 of the first embodiment.

First, the acquirer 101 acquires a first acoustic signal and a
second acoustic signal (step S11). The acquirer 101 may
acquire a first acoustic signal and a second acoustic signal
which are acoustic signals of two channels, or may extract
(acquire) a first acoustic signal and a second acoustic signal
from video data including acoustic signals. Furthermore, the
acquirer 101 may acquire a first acoustic signal and a second
acoustic signal by selecting signals of two channels from
acoustic signals of a larger number of channels, such as
acoustic signals of 5.1 channels, for example, or by down-
mixing acoustic signals of a large number of channels by a
predetermined factor. In the present embodiment, the first
acoustic signal is the left signal of acoustic signals of two
channels, and the second acoustic signal is the right signal.

Next, the first background sound calculator 102 calculates
a difference signal which is the difference between the first
acoustic signal and the second acoustic signal (step S12). The
difference signal is calculated by the following Equation (1)
with the first acoustic signal as L. and the second acoustic
signal as R.

S=(L-R)/2 M

Then, the first signal generator 103 generates a first refer-
ence signal by one of the first acoustic signal, the second
acoustic signal, and a weighted sum of the first acoustic signal
and the second acoustic signal (step S13). In the following,
the weighted sum of the first acoustic signal and the second
acoustic signal is taken as the first reference signal. The first
reference signal is calculated by the following Equation (2),
for example. Additionally, the weight is not restricted to the
example (¥2) of Equation (2).

M=(L+R)/2 @

Next, the extractor 104 extracts a second background
sound signal by removing the speech signal from the first
reference signal (step S14). For example, the extractor 104
extracts a second background sound signal from the first
reference signal by sound source separation using nonnega-
tive matrix factorization (NMF). An example of an extraction
method that uses the nonnegative matrix factorization will be
described below.

First, the extractor 104 Fourier-transforms a first reference
signal from time t to time t+N-1, and obtains an amplitude
spectrum and a phase spectrum of the first reference signal.
Here, N is the number of samples that are the targets of
Fourier transform, and is 2048, for example. Then, the extrac-
tor 104 reads a set of bases for representing the amplitude
spectrum of the speech signal, and a set of bases for repre-
senting the amplitude spectrum of the background sound
signal. These bases may be learned and prepared in advance
by using the speech signal and the background sound signal.
For example, the extractor 104 uses twenty bases. A matrix
representation of the set of bases for representing the ampli-
tude spectrum of the speech signal is given as E,. Also, a
matrix representation of the set of bases for representing the
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amplitude spectrum of the background sound signal is given
as Ez. Then, the extractor 104 factorizes, using the nonnega-
tive matrix factorization, the amplitude spectrum of the first
reference signal into the format of a factor and the bases
which have been read, and obtains the value of the factor. This
calculation is calculation of w that minimizes the value of the
following Equation (3) where a vector indicating the ampli-
tude spectrum of the first reference signal is given as p, a
vector of a factor to be obtained is given as w, and a matrix in
which E, and E are arrayed is given as E (=[E, Ez]).

llp-Ewl? 3

Specifically, the extractor 104 performs calculation of the
following Equation (4).

)

Z piEix
[ S,
E (Z Eiy Wlin)]Ei,k
X

i

(r+1) _

W (n)

Wi

23

Here, “«” indicates an x-th component of the vector, and
‘. indicates a component at row x and column y of the
matrix. Also, w, is the value at the n-th repetition of calcu-
lation of w,. The extractor 104 repeatedly performs calcula-
tion of Equation (3) until the variation in the value of w, is at
a predetermined value or less due to the repetition, or the
repetition is performed a predetermined number of times.
Additionally, as an initial value of repetition of w, %, any
value other than zero may be used. For example, a random
number other than zero is used as the initial value.

Moreover, a factor regarding E , is given as w,,, and a factor
regarding E is given as w. That is, the relationship of the
following Equation (5) is established.

()

Next, the extractor 104 calculates the amplitude spectrum
of the second background sound signal by using the factors
obtained. The amplitude spectrum of the second background
sound signal is calculated based on Ezw. The extractor 104
may calculate the amplitude spectrum of the speech signal
and subtract the amplitude spectrum of the speech signal from
the amplitude of the first reference signal to thereby calculate
the amplitude spectrum of the second background sound sig-
nal. That is, the extractor 104 may calculate the amplitude
spectrum of the second background sound signal by p-E, w,..

Lastly, the extractor 104 obtains the second background
sound signal by performing inverse-Fourier transform using
the calculated amplitude spectrum of the second background
sound signal and the phase spectrum of the first reference
signal.

Additionally, the extraction method of the second back-
ground sound signal is not restricted to the method described
above. It is also possible to extract the second background
sound signal from the first reference signal by using a band-
pass filter that attenuates the speech.

When the processing for time t to time t+N-1 is over,
extraction of the second background sound signal is repeat-
edly performed while changing the processing target time.

Next, the similarity calculator 105 calculates a first simi-
larity which is the degree of similarity between feature data of
the difference signal and feature data of the second back-
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ground sound signal (step S15). An operation of the similarity
calculator 105 will be described with reference to FIGS. 3 and
4. FIG. 3 is a block diagram illustrating an example configu-
ration of the similarity calculator 105. FIG. 4 is a flow chart
illustrating an example operation of the similarity calculator
105.

As illustrated in FIG. 3, the similarity calculator 105
includes a similarity generator 1001, a non-reliability calcu-
lator 1002, a similarity acquirer 1003, and a corrector 1004.
The similarity generator 1001 generates a first similarity
which is the degree of similarity between the difference signal
and the second background sound signal, and a second simi-
larity which is the degree of similarity between the difference
signal and the first reference signal. The non-reliability cal-
culator 1002 calculates a non-reliability indicating the degree
of'likelihood of the difference signal being a noise. The simi-
larity acquirer 1003 acquires an already calculated similarity
which is the first similarity already calculated at a previous
time. The corrector 1004 corrects the first similarity accord-
ing to at least one of the second similarity and the non-
reliability.

As illustrated in FIG. 4, first, the similarity generator 1001
calculates (generates) the first similarity which is the degree
of similarity between the feature data of the difference signal
and the feature data of the second background sound signal,
and the second similarity which is the degree of similarity
between the feature data of the difference signal and the
feature data of the first reference signal (step S111).

FIG. 5 is a block diagram illustrating an example configu-
ration of the similarity generator 1001. As illustrated in FIG.
5, the similarity generator 1001 includes a level calculator
1201, and a generator 1202. The level calculator 1201 calcu-
lates the amplitudes (levels) of signals within a unit time as
pieces of feature data of the difference signal, the first refer-
ence signal, and the second background sound signal. The
generator 1202 generates the first similarity and the second
similarity by using the level of each signal.

FIG. 6 is a flow chart illustrating an example operation of
the similarity generator 1001. First, the level calculator 1201
calculates a difference signal level which is the amplitude of
a signal within a unit time for the difference signal (step
S131). When the unit time is given as N, an average value of
a square of a signal value of the difference signal from time t
to time t+N-1, or an average value of the absolute value of the
signal value may be used as the difference signal level from
time t to time t+N-1, for example. Also, an average value of
a square of a factor obtained by Fourier-transforming the
difference signal, and an average value of the absolute value
of the factor may be used as the difference signal level.

Next, the level calculator 1201 calculates a first reference
signal level which is the amplitude of a signal within a unit
time for the first reference signal in the same manner as in
S131 (step S132). Then, the level calculator 1201 calculates a
second background sound signal level which is the amplitude
of a signal within the unit time for the second background
sound signal in the same manner as in S131 (step S133).

Next, the generator 1202 calculates the first similarity from
the difference signal level and the second background sound
signal level (step S134). For example, the first similarity takes
a value between zero and one. The generator 1202 first cal-
culates a ratio Rate between the difference signal level Lev(S)
and the second background sound signal level Lev(A) by the
following Equation (6).

Rate=Lev(S)/Lev(4) (6)

Then, the generator 1202 calculates the first similarity by
using the Rate. The generator 1202 simply calculates the first
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similarity such that the value is greater as the value of the Rate
is closer to 1. The generator 1202 calculates a first similarity
Sim by the following Equation (7), for example. Here, {3 is a
parameter of a positive number, and 0.5 is used, for example.

o

In the case the value of the Rate is smaller than a predeter-
mined standard, the difference signal may be assumed to be a
noise. On the other hand, in the case the value of the Rate
exceeds one, it may be assumed that the difference signal
level has become higher than the second background sound
signal level because the second background sound signal has
become smaller than the actual background sound due to the
influence of insufficient extraction accuracy for the second
background sound signal or the like. Accordingly, the value of
the first similarity may be made one when the Rate exceeds
one. That is, the first similarity is calculated by the following
Equation (8).

_(Rate-1? (3)
Sim:{e( A ) if Rate < 1

1 otherwise

Here, a case of using the amplitude of a signal as the feature
data of the difference signal and of the second background
sound signal is described. The first similarity may also be
calculated by using a combination of pieces of feature data
other than the amplitude of a signal and a calculation method
of a distance Z between the pieces of feature data. For
example, the generator 1202 may directly use signal values as
the pieces of feature data, calculate the distance between the
signal values of respective signals as Z, and calculate the first
similarity based on the distance Z. For example, the generator
1202 calculates Z by the following Equation (9), and calcu-
lates Sim by the following Equation (10) using Z which has
been calculated.

Z=3" (S0 -AD? ©

10

Here, A is the second background sound signal, “*(i)” is a
signal value at time i, and 2 is a sum for the time i within a unit
time. Also, the generator 1202 may calculate Sim based on the
similarity regarding the pattern of the signal values. For
example, the generator 1202 calculates the correlation
between S and A, takes its inverse number as Z, and calculates
Sim. Also, Sim may be calculated using, instead of the signal
values, the similarity regarding the pattern of factors obtained
by Fourier-transforming the signal values. For example, the
generator 1202 may calculate the correlation between a plu-
rality of factors obtained by Fourier-transforming the differ-
ence signal and the second background sound signal, and take
its inverse number as 7. Also, the generator 1202 may calcu-
late the correlation between the amplitude spectrum of the
difference signal and the amplitude spectrum of the second
background sound signal, and take its inverse number as 7.

According to the method described above, the pieces of
feature data are scalar values, and the first similarity is calcu-
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lated based on the similarity thereof. Vectors including two or
more scalar values indicating the features of signals may be
taken as the feature data, and the first similarity may be
calculated based on the similarity thereof. For example, the
generator 1202 may take vectors having two scalar values of
Equations (6) and (9) as the feature data, and calculate the first
similarity based on the weighted sum of Equations (8) and
(10).

Next, the second similarity is calculated in the same man-
ner as in step S134 by using the difference signal level and the
first reference signal level (step S135). The second similarity
is given as Sim2.

We will return to FIG. 4. Now, the non-reliability calculator
1002 calculates the non-reliability (step S112). The non-reli-
ability calculator 1002 calculates the non-reliability in such a
way that the non-reliability is lower as the average value of the
absolute value of the signal value of the difference signal
within a unit time is smaller, for example. This is because, in
the case the average value of the absolute value of the signal
value of the difference value within a unit time is small, the
difference signal is assumed to be a noise. For example, the
non-reliability calculator 1002 sets a certain threshold, and
the non-reliability is one if the average value is greater than
the threshold, and the non-reliability is zero if the average
value is smaller than the threshold. Also, the non-reliability
calculator 1002 may analyze the amplitude spectrum
obtained by Fourier-transforming the difference signal, and
may calculate low non-reliability in the case the amplitude
spectrum is approximately the same in all the bands. This is
because, also in this case, the difference signal is assumed to
be a noise. This non-reliability is expressed as Bel.

Next, the similarity acquirer 1003 acquires the already
calculated similarity which is the first similarity that is
already calculated by the operation at a previous time (step
S113). The already calculated similarity may be substituted
by prior information obtained by using metadata such as
metadata assigned to an acoustic signal in advance or meta-
data included in video content. For example, if information
that video content is for stereo broadcasting is assigned,
operation is possible with the already calculated similarity
being one.

Next, the corrector 1004 corrects the first similarity based
on the second similarity and the non-reliability (step S114).
When the second similarity and the non-reliability are low,
this is a case where the difference signal is assumed likely to
be a noise, and the difference signal is assumed unlikely to be
similar to the second background sound signal. On the other
hand, when the second similarity and the non-reliability are
high, the difference signal is not a noise, and thus, the differ-
ence signal is assumed likely to be similar to the second
background sound signal. Thus, the first similarity is cor-
rected based on the levels of the second similarity and the
non-reliability. For example, the corrector 1004 gives param-
eters for adjusting the amounts of correction by the second
similarity and the non-reliability as a and b, and corrects and
replaces the first similarity by the value of the following
Equation (11).

Sim+a(Sim2-0.5)+b(Bel-0.5) (11)

Additionally, the corrector 1004 may correct the first simi-
larity by at least one of the second similarity and the non-
reliability. In this case, for example, one of a and b is made
zero, and the first similarity is calculated by Equation (11).
Also, the corrector 1004 may replace the first similarity by the
weighted sum of the first similarity, the second similarity and
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the non-reliability given by the following Expression (12).

Here, d,, d, and d, are weight coefficients whose total sum is
one.

d,Sim+d,Sim2-+d,Bel 12

Furthermore, the parameters (a, b) for adjusting the amount
of correction, and the weight coefficients (d,, d,, d;) may be
controlled by the already calculated similarity. In the case the
already calculated similarity is low (that is, the proportion of
noise in the difference signal is high), and the noise is in
proportion to the amplitude of the first reference signal, the
amount of correction by the second similarity is preferably
made greater. That is, a and d, are made greater as the already
calculated similarity is lower, and a and d, are made smaller
as the already calculated similarity is higher.

The first similarity of time t to time t+N-1 may be calcu-
lated by the method described above. The similarity calcula-
tor 105 calculates the first similarity for each time while
shifting the time by s. For example, after performing calcu-
lation for time t to time t+N-1, the similarity calculator 105
calculates the first similarity for time t+s to time t+N-1+s
(where s<N).

Since s is smaller than N, the ranges of time where the first
similarity is calculated overlap each other. With respect to
such overlapping ranges of time, the similarity calculator 105
may calculate the average value of the already calculated first
similarity and the currently calculated first similarity as the
first similarity of the time.

Furthermore, the first similarity may be smoothed in the
time direction. That is, for example, the similarity calculator
105 calculates the first similarity of time t+s to time t+N—1+s
by alpha-blending the same with the first similarity of time t
to time t+N-1. The temporal variation in the first similarity is
thereby smoothed, and an effect of preventing occurrence of
a noise in a first output signal and a second output signal
output in the present embodiment, or of suppressing shaky
sound is achieved.

An example modification (a similarity calculator 105-2) of
the similarity calculator will be described with reference to
FIGS. 7 and 8. FIG. 7 is a block diagram illustrating an
example configuration of the similarity calculator 105-2.
FIG. 8 is a flow chart illustrating an example operation of the
similarity calculator 105-2. As illustrated in FIG. 7, the simi-
larity calculator 105-2 includes a second signal generator
301, a level calculator 302, and a similarity generator 303.

The second signal generator 301 generates a third refer-
ence signal from the first reference signal and the second
background sound signal. The level calculator 302 calculates
a difference signal level and a third reference signal level as
pieces of feature data of the difference signal and the third
reference signal. The similarity generator 303 generates the
first similarity from the difference signal level and the third
reference signal level.

The flow chart of FIG. 8 will be described. First, the second
signal generator 301 generates a third reference signal by the
weighted sum of the first reference signal and the second
background sound signal, for example (step S21). The third
reference signal may be the first reference signal or the second
background sound signal. Also, an arbitrary value determined
in advance may be used as the weight for the weighted sum.

Also, the weight may be controlled by the already calcu-
lated similarity which is the first similarity already calculated
at previous time. FIG. 9 is a block diagram illustrating an
example configuration of a similarity calculator 105-3 in the
case of such control. The similarity calculator 105-3 includes
a similarity acquirer 504 in addition to the configuration of
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FIG. 7. The similarity acquirer 504 acquires an already cal-
culated similarity already calculated at previous time.

Itis desirable that, when the already calculated similarity is
high, the weight to be given to the second background sound
signal is increased, and when the already calculated similarity
is low, the weight to be given to the first reference signal is
increased. When the already calculated similarity is low, the
proportion of noise in the difference signal is expected to be
high. Accordingly, the likelihood of a difference signal being
a noise may be determined by comparing the feature data of
the first reference signal and the feature data of the difference
signal, and the calculation accuracy for the first similarity
may be expected to be improved.

We will return to FIG. 8. Next, the level calculator 302
calculates, as the feature data of the difference signal and of
the third reference signal, a difference signal level which is
the amplitude of the difference signal within a unit time, and
a third reference signal level which is the amplitude of the
third reference signal within a unit time, in the same manner
as in S131 (steps S22 and S23).

Next, the similarity generator 303 calculates the first simi-
larity from the difference signal level and the third reference
signal level in the same manner as in step S134 (step S24).

Additionally, also in the case of determining the first simi-
larity from the difference signal and the third reference signal,
the calculation method of the pieces of feature data and the
first similarity is not restricted to the method described above.
The patterns of signal values, factors obtained by Fourier-
transforming the signal values, and the scalar values or vector
values formed from the patterns of the factors may be used as
pieces of feature data, and the first similarity may be calcu-
lated by the similarity of the pieces of feature data.

We will return to FIG. 2. Next, the mixer 106 calculates a
first output signal and a second output signal by calculating
the weighted sum of the difference signal and the second
background sound signal according to the first similarity (step
S16). The first output signal is the left signal output from the
signal processing device 100 of the present embodiment, and
the second output signal is the right signal output from the
signal processing device 100 of the present embodiment.
When the weight to be given to the difference signal is given
as a., the first output signal L . -and the second output signal
R ¢ are calculated by the following Equations (13) and (14),
respectively. Here, B is the second background sound signal.

Loyr=0S+(1-0)B 13)

Ropr=aS+(1-a)B 14

The weight a to be given to the difference signal is con-
trolled to be greater as the first similarity is higher. For
example, the value of the first similarity may be used as a as
it is. That is, c is generated by the following Equation (15).

a=Sim

(15)

The following Equation (16) may be used for calculation
such that o is greater when the first similarity is closer to one.
Here, y is a parameter of a positive number. Also, the values of
a corresponding to Sim may be held in a table.

(16)

The range of values of o is desirably between zero and one.
Also, the upper limit value of o corresponding to Sim may be
set to one or less. For example, o may take a value between
zero and 0.5 according to the value of Sim.
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Additionally, besides the calculation methods of the first
output signal and the second output signal expressed by Equa-
tions (13) and (14), a difference signal of reversed phase may
be added to one of the first output signal and the second output
signal. That is, the first output signal and the second output
signal may be calculated by the following Equations (17) and
(18). An effect of increased stereo feeling of sound may
thereby be achieved.

Loyr=aS+(1-a)B 17)

Ropr=a(=-S)+(1-a)B (18)

The mixer 106 outputs the first output signal and the second
output signal to an external device, a storage device or the
like. That mixer 106 may output both the first output signal
and the second output signal, or may output one of the first
output signal and the second output signal.

In this manner, according to the signal processing device of
the first embodiment, a weighted sum of a difference signal
and a second background sound signal is calculated accord-
ing to the similarity between the feature data of the difference
signal and the feature data of the second background sound
signal. Then, the background sound may be appropriately
output with respect to various input signals.

Additionally, the speech signal is human voice, for
example, but is not restricted thereto, and it may be any signal
as long as it may be separated from a background sound
signal. For example, in the case of applying nonnegative
matrix factorization or the like, an arbitrary signal may be
separated as the speech signal by appropriately changing the
speech signal and the background sound signal to be used in
learning.

Second Embodiment

FIG. 10 is a block diagram illustrating an example configu-
ration of a signal processing device 200 of a second embodi-
ment. The signal processing device 200 of the second
embodiment includes an acquirer 101, a first background
sound calculator 102, a first signal generator 103, an extractor
604, a similarity calculator 105, and a mixer 606.

The functions of the extractor 604 and the mixer 606 of the
second embodiment are different from those according to the
first embodiment. Other configurations and functions are the
same as those in FIG. 1, the block diagram of the signal
processing device 100 according to the first embodiment, and
are denoted with the same reference numerals, and redundant
description thereof will be omitted.

The extractor 604 extracts, from a first reference signal, a
second background sound signal in which the speech signal is
removed and the speech signal. The mixer 606 calculates a
weighted sum of a difference signal, the second background
sound signal and the speech signal according to a weight
determined based on a first similarity.

Next, an operation of the signal processing device 200 of
the second embodiment will be described with reference to
FIGS. 10 and 11. Additionally, FIG. 11 is a flow chart illus-
trating an example operation of the signal processing device
200 of the second embodiment.

FIG. 11 is different from FIG. 2 illustrating an example
operation of the signal processing device 100 of the first
embodiment in that step S75 is added and also with respect to
the process of step S77. Steps S71 to S74, and S76 are the
same as steps S11 to S14, and S15 of FIG. 2, and redundant
description thereof will be omitted.

In step S75, the extractor 604 extracts the speech signal
from the first reference signal (step S75). The speech signal is
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obtained by subtracting the second background sound signal
from the first reference signal. The extractor 604 may also
calculate the speech signal by calculating E w, in the same
manner as in step S14.

In step S77, the mixer 606 calculates a weighted sum of the
difference signal, the second background sound signal and
the speech signal, and generates the first output signal and the
second output signal (step S77). First, the mixer 606 calcu-
lates a factor a for determining the ratio of weights of the
difference signal and the second background sound signal
based on the first similarity by the method described in step
S16. Next, the mixer 606 acquires a factor A for determining
the amplitude of the background sound signal, and a factor p
for determining the amplitude of the speech signal. The val-
ues of A and 1 are zero or more, and may be determined in
advance in such a way as to achieve a predetermined effect.
For example, to make the speech signal easily audible, the
value of s setto be greater than the value of . Also, in order
to enable one to enjoy the ambience of a venue in a sports
show or the like, the value of 11 is made smaller than the value
of’A such that the voice of the commentator is reduced and the
background sound is increased.

Also, the values of A and L may be acquired by providing a
factor acquirer for receiving a set value specified by a user, for
example. Moreover, the values of A and p may be directly
specified, or may be specified according to the ratio and the
average levels of A and .

The mixer 606 calculates the first output signal and the
second output signal by the following Equations (19) and
(20). Here, the speech signal is given as V.

Loyr=MaS+(1-a)B)+pV (19)

Ropr=MaS+(1-a)B)+uV (20)

FIG. 12 is a schematic diagram illustrating an example
application of the second embodiment. FIG. 12 illustrates an
example of an information terminal 801 such as a tablet. The
information terminal 801 includes a display 802 formed of
liquid crystal, for example. The display 802 receives touch
input from a user. An image display window 803, a play
button 804, a stop button 805, a display bar 806, and a display
bar 807 are displayed on the display 802, for example.

The image display window 803 is a window for displaying
an image of a video. The play button 804 is a button for
starting playback of a video. The stop button 805 is a button
for stopping playback of a video. The display bar 806 is a
display bar for displaying the mixing ratio of the speech
signal. The display bar 807 is a display bar for displaying the
mixing rate of the background sound signal.

The display bar 806 includes a specification button 806-a
for displaying the currently specified mixing ratio of the
speech signal. The display bar 807 includes a specification
button 807-a for displaying the currently specified mixing
ratio of the background sound signal.

A user may specify the mixing ratio of the speech signal by
touching the specification button 806-a and sliding the same
in the lateral direction along the display bar 806. Likewise, a
user may specify the mixing ratio of the background sound
signal by the specification button 807-a. The mixing ratio of
the speech signal and the mixing ratio of the background
sound signal correspond to |t and A in step S77, respectively.
Thus, a user may set the factor A and the factor L to be used by
the mixer 606 through a screen as in FIG. 12.

The specification button 806-a indicates 1, ;,,, which is the
minimum value of | determined in advance, when at the left
end of the display bar 806, and indicates W,,, y, which is the
maximum value of i determined in advance, when at the right
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end, and indicates an intermediate value when at the middle
position. Like the specification button 806-a, the specifica-
tion button 807-a corresponds to values from a minimum
value A, - and a maximum value A,y of A.

A user may freely set the mixing amounts of the speech
signal and the background sound signal by moving the speci-
fication button 806-a and the specification button 807-a while
watching a video. A desired acoustic signal may thereby be
enjoyed according to the scene or content of a video.

As described above, the signal processing device 200 of the
second embodiment calculates a weighted sum of the speech
signal and a signal of the weighted sum of the difference
signal and the second background sound signal calculated
according to the weight according to the similarity of the
feature data of the difference signal and the feature data of the
second background sound signal. Accordingly, a signal in
which the background sound and the speech are mixed at a
predetermined ratio may be output with respect to various
input signals.

As described above, according to the first and second
embodiments, not only in the case of a stereo signal, but also
in the case of a monaural signal or the like in which there is an
equal background sound signal in acoustic signals, a back-
ground sound signal which is obtained by removing a speech
signal from acoustic signals may be appropriately generated.

Third Embodiment

FIG. 13 is a block diagram illustrating an example configu-
ration of a signal processing device 300 of a third embodi-
ment. The signal processing device 300 of the third embodi-
ment includes an acquirer 101, a first background sound
calculator 102, a first signal generator 103, an extractor 604,
a similarity calculator 105, a mixer 706, and a third back-
ground sound generator 707.

The third embodiment differs from the second embodi-
ment in the function of the mixer 706 and in that the third
background sound generator 707 is additionally provided.
Other configurations and functions are the same as those in
FIG. 10, the block diagram of the signal processing device
200 according to the second embodiment, and are thus
denoted with the same reference numerals, and redundant
description thereof will be omitted.

Many contents are created such that speech signals are
equally included in left signals and right signals. However, in
a case where speakers speak from the left and from the right
such as a homemade video taken by an amateur or recording
using a stereo microphone, speech signals may be included in
difference signals. Thus, the third background sound genera-
tor 707 removes a speech signal included in a difference
signal.

The third background sound generator 707 generates a
third background sound signal by further removing the
speech signal from a first sound signal (such as a different
signal). The generation of a third background sound signal
can be performed similarly to extraction of a second back-
ground sound signal from a first reference signal by the
extractor 104, for example.

Next, an operation of the signal processing device 300 of
the third embodiment will be described with reference to
FIGS. 13 and 14. FIG. 14 is a flow chart illustrating an
example operation of the signal processing device 300 of the
third embodiment.

FIG. 14 is different from FIG. 11 illustrating an example
operation of the signal processing device 200 of the second
embodiment in that step S87 is added and also with respect to
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the process of step S88. Steps S81 to S86 are the same as steps
S71 to 876 of FIG. 11, respectively, and redundant descrip-
tion thereof will be omitted.

In step S87, the third background sound generator 707
generates the third background sound signal from the first
background sound signal (step S87).

In step S88, the mixer 706 calculates a weighted sum of the
third background sound signal, the second background sound
signal and the speech signal, and generates the first output
signal and the second output signal (step S88).

First, the mixer 706 calculates a factor o for determining
the ratio of weights of the third background signal and the
second background sound signal based on the first similarity
by the method described in step S16. Next, the mixer 706
acquires a factor A for determining the amplitude of the back-
ground sound signal, and a factor p1 for determining the ampli-
tude of the speech signal.

The mixer 706 calculates the first output signal and the
second output signal by the following Equations (21) and (22)
by using the third background sound signal. Here, the third
background sound signal is given as B'.

Lour=MaB+(1-a)B)+u¥ 1)

Rour=MaB'+(1-c)B)+pV (22)

As described above, the signal processing device 300 of the
third embodiment uses the third background sound signal by
further removing the speech signal from the difference signal,
which allows speech to be removed in more contents.

Fourth Embodiment

FIG. 15 is ablock diagram illustrating an example configu-
ration of a signal processing device 400 of a fourth embodi-
ment. The signal processing device 400 of the fourth embodi-
ment includes an acquirer 101, a first background sound
calculator 102, a first signal generator 103, an extractor 904,
a similarity calculator 905, a mixer 906, a third background
sound generator 907, and a setter 908.

The fourth embodiment differs from the third embodiment
in the functions of the extractor 904, the similarity calculator
905, the mixer 906, and the third background sound generator
907 and in that the setter 908 is additionally provided. Other
configurations and functions are the same as those in FI1G. 13,
the block diagram of the signal processing device 300 accord-
ing to the third embodiment, and are thus denoted with the
same reference numerals, and redundant description thereof
will be omitted.

The third embodiment in which the third background
sound generator 707 is additionally provided effective when
importance is placed on the background sound signal in gen-
erating the output signal, but cannot be utilized and increases
the cost when importance is placed on the speed signal. Thus,
in the fourth embodiment, whether or not to simplify the
processing of the extractor 904 and whether or not to simplify
the processing of the third background sound generator 907
are controlled depending on a sound source on which impor-
tance is placed in generating an output signal to reduce the
calculation cost while maintaining the quality of the output
signal.

FIG. 16 is a tableillustrating relationships of weights of the
third background sound signal, the second background sound
signal, and the speech signal at the mixer 906. “LLARGE” and
“SMALL” represent relative magnitudes of the weights on
the signals (the third background sound signal, the second
background sound signal, and the speech signal), for
example. In the example of Equations (21) and (22) described
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above, Axa, Ax(1-at), and p correspond to the weights on the
third background sound signal, the second background sound
signal, and the speech signal, respectively. For example,
under Condition 1 (importance is placed on the background
sound signal in the output and the first similarity is high), the
mixer 906 calculates a weighted sum of the signals with a
larger weight on the third background sound signal than those
on the second background sound signal and the speech signal.

Whether or not to simplify the processing of the extractor
904 and the third background sound generator 907 may be
controlled according to the conditions of FIG. 16. For
example, the extractor 904 relating to extraction of the second
background sound signal and the speech signal simplifies the
processing only when importance is placed on the back-
ground sound signal in the output and when the first similarity
is high (Condition 1 in the example of FIG. 16). The third
background sound generator 907 relating to generation of the
third background sound signal simplifies the processing only
when importance is placed on the speech signal in the output
or when the first similarity is low (Conditions 2 to 4 in the
example of FIG. 16).

Referring back to FIG. 15, the setter 908 sets sound source
information (output sound source). The sound source infor-
mation is information indicating whether to place importance
on an output of a background sound signal or an output of a
speech signal, for example. In the following, an example of
setting the sound source information by using the factors A
and p will be described. First, the setter 908 sets whether or
not the sound source to be output is a background sound
signal based on the factor A for determining the amplitude of
the background sound signal and the factor p for determining
the amplitude of the speech signal determined for calculating
the first output signal and the second output signal.

When the factor u is set to 0 or when A—p is equal to or
larger than a threshold A, the setter 908 determines that
importance is placed on the background signal in the genera-
tion of the output signal and determines the output sound
source to be the background sound signal. Here, the threshold
Argrcan be set to any positive value such as halfthe maximum
value A, ., . When the factor p is not 0 and when A-p is
smaller than the threshold A, the setter 908 determines the
output source to be the speech signal. In addition, the setter
908 may set the output sound source information to be a one
dimensional value expressing the distance to the background
sound signal. In this case, the value of the sound source
information is set to be proportional to A—ut or A/u with a
certain maximum value.

Next, an operation of the signal processing device 400 of
the fourth embodiment will be described with reference to
FIGS. 15 and 17. FIG. 17 is a flow chart illustrating an
example operation of the signal processing device 400 of the
fourth embodiment.

FIG. 17 is different from FIG. 14 illustrating an example
operation of the signal processing device 300 of the third
embodiment in that steps S94 and S95 are added and also with
respectto the processes of steps S96 to S100. Steps S91t0 S93
are the same as steps S81 to S83 of FIG. 14, respectively, and
redundant description thereof will be omitted.

In step S94, the similarity calculator 905 initializes the first
similarity. The initial value may be set to 0, for example (step
S94).

Next, in step S95, the setter 908 sets the output sound
source by using the values of the factor A and the factor pused
for generation of the output signal (step S95).

In step S96, the extractor 904 extracts the second back-
ground sound signal from the first reference signal based on
whether or not the output sound source is a background sound
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signal and the magnitude ofthe first similarity, or based on the
value representing the distance to the background sound sig-
nal and the magnitude of the first similarity (step S96). For
example, the extractor 904 simplifies the processing as the
weighted linear sum of the magnitude of the first similarity
and the distance to the background sound of the output sound
source is larger. The extractor 904 simplifies the processing
by reducing the number of times of repetition of Equation (3),
for example. Alternatively, the extractor 904 may simplify the
processing by using a band-pass filter that reduces the speech.

Note that extractor 904 controls whether or not to simplify
the processing by using the first similarity (calculated simi-
larity, etc.) calculated at time before the processing target
time.

Next, in step S97, the extractor 904 extracts the speech
signal from the first reference signal (step S97). The extractor
904 may extract the speech signal by the same method as that
of the extractor 604.

In step S98, the similarity calculator 905 calculates the first
similarity by using the feature data of the difference signal,
the feature data of the second background sound signal, and
the feature data of the first reference signal (step S98). The
similarity calculator 905 may calculate the similarity by the
same method as that of the similarity calculator 105. The
extractor 904, the mixer 906, and the third background sound
generator 907 refer to the latest similarity calculated by the
similarity calculator 905 to perform the respective processes.

In step S99, the third background sound generator 907
generates the third background signal from the first back-
ground signal based on whether or not the output sound
source is a background sound signal and the magnitude of the
first similarity, or based on the value representing the distance
to the background sound signal and the magnitude of the first
similarity (step S99). For example, the third background
sound generator 907 simplifies the processing as the weighted
linear sum of the magnitude of the first similarity and the
distance to the background sound of the output sound source
is smaller. The third background sound generator 907 per-
forms the same processing as the extraction of the second
background sound signal, and simplifies the processing by
reducing the number of times of repetition of Equation (3), for
example. Alternatively, the third background sound generator
907 may simplify the processing by using a band-pass filter
that reduces the speech. The third background sound genera-
tor 907 may also simplify the processing by outputting the
difference signal as the third background sound signal with-
out any change.

Lastly, in step S100, the mixer 906 calculates a weighted
sum of the third background sound signal and the second
background sound signal, and generates the first output signal
and the second output signal (step S100). The mixer 906
calculates the first output signal and the second output signal
by the Equations (21) and (22) by using the third background
sound signal similarly to the mixer 706 by using the factor A
for determining the amplitude of the background sound signal
and the factor p for determining the amplitude of the speech
signal used by the setter 908.

As described above, the signal processing device 400 of the
fourth embodiment gives priority to processing relating to
generation or extraction of a signal with the largest weight of
the third background sound signal, the second background
sound signal and the speech signal relating to the output
signal, which can reduce the calculation cost while maintain-
ing the quality.

Next, a hardware configuration of the signal processing
device according to the first to fourth embodiments will be
described with reference to F1G. 18. FIG. 18 is an explanatory
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diagram illustrating a hardware configuration of the signal
processing device according to the first to fourth embodi-
ments.

The signal processing device according to the first to fourth
embodiments includes a control device such as a CPU (Cen-
tral Processing Unit) 51, a storage device such as a ROM
(Read Only Memory) 52 or a RAM (Random Access
Memory) 53, a communication I/F 54 for connecting to a
network and performing communication, and a bus 61 con-
necting each unit.

Programs to be executed by the signal processing device
according to the first to fourth embodiments are provided
being embedded in the ROM 52 or the like in advance.

The programs to be executed by the signal processing
device according to the first to fourth embodiments may also
be provided a computer program product by being recorded,
as a file in an installable or executable format, in a computer-
readable recording medium such as a CD-ROM (Compact
Disk Read Only Memory), a flexible disk (FD), a CD-R
(Compact Disk Recordable), a DVD (Digital Versatile Disk)
or the like.

Furthermore, the programs to be executed by the signal
processing device according to the first to fourth embodi-
ments may be provided by being stored on a computer con-
nected to a network such as the Internet, and being down-
loaded via the network. Also, the programs to be executed by
the signal processing device according to the first to fourth
embodiments may be provided or distributed via a network
such as the Internet.

The programs to be executed by the signal processing
device according to the first to fourth embodiments may cause
a computer to function as each unit of the signal processing
device described above. This computer may be realized by the
CPU 51 reading the programs from a computer-readable
recording medium onto a main memory device.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

What is claimed is:
1. A signal processing device comprising:
a microprocessor configured to operate as at least:

an acquirer configured to acquire a first acoustic signal
and a second acoustic signal;

a first background sound calculator configured to calcu-
late a first background sound signal in which a speech
signal is removed, based on the first acoustic signal
and the second acoustic signal;

a first signal generator configured to generate a first
reference signal from at least one of the first acoustic
signal and the second acoustic signal;

an extractor configured to extract a second background
sound signal by removing a speech signal from the
first reference signal;

a similarity calculator configured to calculate a first
similarity indicating a degree of similarity between
feature data of the first background sound signal and
feature data of the second background sound signal;
and
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a mixer configured to calculate a weighted sum of the
first background sound signal and the second back-
ground sound signal in such a way that a greater
weight is given to the first background sound signal as
the first similarity is higher and a greater weight is
given to the second background sound signal as the
first similarity is lower.

2. The device according to claim 1, wherein the first back-
ground sound calculator is configured to calculate a first
background sound signal that is a difference signal between
the first acoustic signal and the second acoustic signal.

3. The device according to claim 1, wherein the first signal
generator is configured to generate a first reference signal that
is one of the first acoustic signal, the second acoustic signal,
and a weighted sum of the first acoustic signal and the second
acoustic signal.

4. The device according to claim 1, wherein

the extractor is configured to further extract a speech signal

from the first reference signal, and

the mixer is configured to calculate a weighted sum of the

first background sound signal, the second background

sound signal, and the extracted speech signal.

5. The device according to claim 4, wherein the micropro-
cessor is further configured to operate as a third background
sound generator configured to generate a third background
sound signal by further removing a speech signal from the
first background sound signal, and

the mixer is configured to calculate a weighted sum of the

third background sound signal, the second background

sound signal, and the extracted speech signal.

6. The device according to claim 5, wherein the micropro-
cessor is further configured to operate as a setter configured to
set sound source information indicating a sound source on
which importance is placed in an output,

the extractor is configured to extract a speech signal from

the first reference signal according to the sound source

information and the first similarity,

the third background sound generator is configured to gen-

erate the third background sound signal according to the

sound source information and the first similarity, and
the mixer is configured to

give a greater weight to the extracted speech signal when
the sound source information indicates that impor-
tance is placed on speech, and

give greater weights to the third background signal and
the second background sound signal when the sound
source information indicates that importance is
placed on a background sound.

7. The device according to claim 6, wherein the extractor is
configured to switch to simpler processing when the sound
source information indicates that importance is placed on a
background sound and when the first similarity is equal to or
higher than a threshold.

8. The device according to claim 6, wherein the third back-
ground sound generator is configured to switch to simpler
processing when the sound source information indicates that
importance is placed on speech or when the first similarity is
smaller than a threshold.

9. The device according to claim 6, wherein the third back-
ground sound generator is configured to generate the first
background sound signal as the third background sound sig-
nal when the sound source information indicates that impor-
tance is placed on speech or when the first similarity is smaller
than a threshold.
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10. The device according to claim 1, wherein
the similarity calculator is configured to further calculate a
second similarity indicating a degree of similarity
between the feature data of the first background sound
signal and feature data of the first reference signal, and
the microprocessor is further configured to operate as a
corrector configured to correct the first similarity
according to the second similarity.
11. The device according to claim 10, wherein
the similarity calculator further includes a similarity
acquirer configured to acquire an already calculated
similarity that is the first similarity calculated at a first
time, and
the corrector is configured to make an amount of correction
of the first similarity calculated at a second time later
than the first time greater as the already calculated simi-
larity is lower.
12. The device according to claim 1, wherein
the similarity calculator includes
a non-reliability calculator configured to calculate a
non-reliability indicating a degree of likelihood of the
first background sound signal being a noise, and
a corrector configured to correct the first similarity
according to the non-reliability.
13. The device according claim 1, wherein
the similarity calculator includes
a level calculator configured to calculate a first back-
ground sound signal level that is a amplitude of the
first background sound signal within a unit time, and
a second background sound signal level that is a
amplitude of the second background sound signal
within the unit time, and
a similarity generator configured to make the first simi-
larity higher as a ratio of the first background sound
signal level to the second background sound signal
level is greater.
14. The signal processing device according to claim 1,
wherein
the similarity calculator includes a second signal generator
configured to generate a third reference signal that is a
weighted sum of'the first reference signal and the second
background sound signal, and
the similarity calculator is configured to calculate the first
similarity according to a degree of similarity between
the feature data of the first background sound signal and
feature data of the third reference signal.
15. The device according to claim 14, wherein
the similarity calculator further includes a similarity
acquirer configured to acquire an already calculated
similarity that is the first similarity calculated at a first
time, and
the second signal generator is configured to make a weight
to be given to the second background sound signal
greater as the already calculated similarity is higher.
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16. The device according to claim 14, wherein
the similarity calculator includes
a level calculator configured to calculate a first back-
ground sound signal level that is a amplitude of the
first background sound signal within a unit time, and
a third reference signal level that is a amplitude of the
third reference signal within the unit time, and
a similarity generator configured to make the first simi-
larity higher as a ratio of the first background sound
signal to the third reference signal level is greater.

17. A signal processing method comprising:

acquiring a first acoustic signal and a second acoustic sig-

nal;

calculating a first background sound signal in which a

speech signal is removed, based on the first acoustic
signal and the second acoustic signal;

generating a first reference signal from at least one of the

first acoustic signal and the second acoustic signal;
extracting a second background sound signal by removing
a speech signal from the first reference signal;
calculating a first similarity indicating a degree of similar-
ity between feature data of the first background sound
signal and feature data of the second background sound
signal; and

calculating a weighted sum of the first background sound

signal and the second background sound signal insuch a
way that a greater weight is given to the first background
sound signal as the first similarity is higher and a greater
weight is given to the second background sound signal
as the first similarity is lower.

18. A computer program product comprising a non-transi-
tory computer-readable medium containing a program
executed by a computer, the program causing the computer to
execute at least:

acquiring a first acoustic signal and a second acoustic sig-

nal;

calculating a first background sound signal in which a

speech signal is removed, based on the first acoustic
signal and the second acoustic signal;

generating a first reference signal from at least one of the

first acoustic signal and the second acoustic signal;
extracting a second background sound signal by removing
a speech signal, from the first reference signal;
calculating a first similarity indicating a degree of similar-
ity between feature data of the first background sound
signal and feature data of the second background sound
signal; and

calculating a weighted sum of the first background sound

signal and the second background sound signal insuch a
way that a greater weight is given to the first background
sound signal as the first similarity is higher and a greater
weight is given to the second background sound signal
as the first similarity is lower.
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